
A simulation  study of 
some new tests of 
independence for ordinal 
data. 

By: Garima Sharma (University of the      
Fraser Valley)

Under the supervision of Dr. Shaun Zheng 
Sun (UFV)



- test for Independence

• Non-parametric test for testing relationships between categorical variables.

• Introduced by Karl Pearson as a test of association.

• Applicable on categorical data or qualitative data using a contingency table.

• Null hypothesis of the Chi-Square test is that no relationship exists on the 
categorical variables in the population.

• Important statistic for the analysis of categorical data, but it can sometimes fall 
when we have ordinal data. 



Problem with Chi-Square Statistic

• If you apply chi-square to a contingency table, Chi-square does not take the 
ordering of the rows or columns into account.

• When the variable(s) are ordinal, for example, like scale survey data, the Chi-
squared statistic does not take into account the natural orderings of the 
variables. 



A Hypothetical Example

• Suppose data are classified according to two factors. 

• Consider a study of the relationship between the treatment and effectiveness. 

• Effectiveness: not effective (-), somewhat effective (+), effective (++), very 
effective (+++)



A Hypothetical Example



A Hypothetical 
Example

• Effectiveness: not effective (-), somewhat effective (+), 
effective (++), very effective (+++)



A Hypothetical Example

𝐻0 : responses are independent of the     
treatments.

𝐻𝑎 : responses are not independent of                 
the treatments.                                                                                                              

• ꭓ2 = 8, p-value=0.046

• ꭓ2 = 7.327, p-value=0.062



Test of independence

• Tests available that analyze the ordinality of data:                                                                         

* The Kruskal-Wallis rank test

* The log-linear row-effects likelihood-ratio test

* The cumulative-logit row-effects likelihood-ratio test.

* Concordance and Discordance test

These tests are designed to detect latent or manifest shifts in the conditional row distributions.

*  M-moment score test

*  𝐶𝐶𝑆𝑡𝑎𝑡 and 𝐶𝐶𝑆𝑡𝑎𝑡𝐶𝑜𝑙 tests   (See Sun(2020) for details)

Location 
shift 
tests



Problem with Test of Independence

• Location shift tests are generally more powerful than Chi-Square test when 
departures from independence are of the location shift form. 

• The commonly used location shift tests can be much less powerful than the 
omnibus chi-square for many substantively interesting alternatives, including 
scale shifts. 



Summary of Chi-Square Statistic and Test of 
independence

• The tests can be classified in three main approaches to testing H  :

a) Omnibus Tests :                         𝐻0 = H    Vs. 𝐻1 = Ω - 𝐻0 .

b) Restricted-Alternative Tests : 𝐻0 = H    Vs.  𝐻1 ⊂Ω - 𝐻0 .
c) Relaxed-Null Tests :                  𝐻0 ⊃ H    Vs.  𝐻1 = Ω - 𝐻0 .

H : represent both a hypothesis and the corresponding parameter space.
Ω : represent the unrestricted hypothesis with parameter space comprising    

all possible two-way table probabilities.

H  : R  Ʇ C is the hypothesis of independence and 

Ω - H  is the complement.
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Summary of Chi-Square Statistic and Test of 
independence

• Classifying tests according to which of these three approaches they align with:

• Power : The probability of the test of significance of rejecting 𝐻0 , when it is false is 
called power of the test.

• Valid level α : a test, ”reject 𝐻0 iff a particular rejection event is observed”, is said to 
be V(α), test of 𝐻0 if P(reject 𝐻0 | π)≤ α, for all     π Є 𝐻0. 

• Consistent level α: A test is a C(α), test of 𝐻0 Vs. 𝐻1 if it is V(α) and P(reject 𝐻0 | π) -> 
1 for all π Є 𝐻1 , as the expected sample size grows. 

• Complement consistent level α: A test is CC(α), test of 𝐻0 if it is V(α) and P(reject 
𝐻0 | π) -> 1 , for all π Є Ω - 𝐻0.          

(See Lang(2013) for definitions)



Summary of Chi-Square Statistic and Test of 
independence

• The omnibus test is CC(α) for hypothesis of independence. 

Drawback: For finite sample sizes, the power is generally not very high. 

• In restricted-alternative tests,

𝐻0 : the hypothesis of independence and

𝐻1 : the hypothesis that “parametric model holds, but independence does     

not”. 

• Log-linear row effects model or the cumulative-logit row effect model are C(α). 

Drawback: the consistency is questionable for table probabilities in Ω -(𝐻Ʇ U 𝐻1).

These tests are not complement consistant. 



Summary of Chi-Square Statistic and Test of 
independence

Kruskal-Wallis tests:

• Based on test statistics that are not completely determined by the hypothesis.

• Designed to be C(α) for testing 

𝐻0 = 𝐻Ʇ Vs. 𝐻1: “row medians(or means) are not equal”   

Related statistics include Rayner and Best’s location statistic.

• Drawback of C(α) restricted-alternative tests:

✓ powerful only for detecting location shifts in the conditional row probabilities 

✓ the consistency of the test is questionable for table probabilities in Ω -(𝐻Ʇ U 𝐻1), 

A different, relaxed-null approach to improving tests of independence is considered. 



Simulation Procedure

• Designed to compare the powers and levels of 𝐶𝐶𝑆𝑡𝑎𝑡 , 𝐶𝐶𝑆𝑡𝑎𝑡 𝐶𝑜𝑙 and 1-, 2- and 
3-moment score tests to several other common tests.

• Comparing under a wide variety of table probability configurations.

• The probabilities in each row are coming from the below latent distribution 
and data is generated based on these row probabilities.

• Generated by discretizing a continuous latent distribution:

a) Discretizing logistic distribution

b) Discretizing beta distribution



Simulation 
Procedure

• Sample size n = 200.

• Estimates of power based on 1000 simulations 
for each table.

• The margins of error are no bigger than 0.032 
and are about 0.014 for true level values close to 
0.05.

• All simulations were carried out in R.



Discretized Logistic Tables

• Used row probabilities based on discretizing logistic distributions.

• Tables probabilities generated as 

(C ≤ j) = (𝐶∗ ≤ α𝑗), where 𝐶∗|(R = i) ~ σ𝑖L - β𝑖, I = 1, 2, 3.

where L ~ Logistic(0, 1).

• The cumulative row probabilities have the form

P(C ≤ j| R = i) = P(𝐶∗ ≤ α𝑗|R = i) = 
exp{(α𝑗 + β𝑖)/ σ𝑖}

1+exp{(α𝑗 + β𝑖)/ σ𝑖}



Discretized Logistic 
Tables

• Cutpoints equal to {1/7, 2/7, ……, 6/7} quantiles of the 
standard logistic distribution.

• Table A used (β𝑖 , σ𝑖) pairs (0, 0.7), (0,0.7),………..,(0, 0.7), for 
the three rows.



Discretized Logistic 
Tables

• Suggest the highest power.

• Suggest the second highest power.

• Suggest the level study.

• Overall, 𝐶𝐶𝑆𝑡𝑎𝑡 and 𝐶𝐶𝑆𝑡𝑎𝑡𝐶𝑜𝑙 tests performed better than the 
other commonly used restricted-alternative tests.



Discretized Logistic 
Tables

• Overall, 2-moment score test performs better than 1-, 3-
moment, 𝐶𝐶𝑆𝑡𝑎𝑡 and 𝐶𝐶𝑆𝑡𝑎𝑡𝐶𝑜𝑙 tests.



Discretized Logistic 
Tables

• Overall, 𝐶𝐶𝑆𝑡𝑎𝑡 and 𝑅𝐵2 tests have the highest power. Thus, 
these two have the best operating characteristics. 



Conclusion:

• ꭓ2 give misleading results for the ordinal data as showed in the above example.

• These complement consistent level α relaxed-null LR and score tests have certain 
advantages over the consistent level α restricted-alternative tests.

• Simulation study show that 𝐶𝐶𝑆𝑡𝑎𝑡 , 𝐶𝐶𝑆𝑡𝑎𝑡𝐶𝑜𝑙 , 2-moment score tests performed more 
better than other tests.

• In general, we recommend the use of omnibus tests that can give good overall power 
against a wide range of alternatives.
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